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On the basis of molecular models of the interaction between trypsin and a series of seven
structurally congeneric bioflavonoid inhibitors, the influence of solvation effects in the
calculation of binding free energy differences in congeneric series has been assessed. The models
were derived by making use of the X-ray crystal structure of bovine trypsin and the DOCK
program, and the complementarity of the interactions between the functional groups of the
docked molecules and the binding site region was corroborated independently with the GRID
program. Interaction energies calculated for the complexes using molecular mechanics were
found to correlate with the experimental inhibitory activities, although the quality of the
correlation was dependent on the molecular modeling protocol. To understand why such
correlations could be obtained in the absence of an explicit description of solvent effects, the in
vitro activities were transformed into binding free energies, and continuum electrostatic theory
was used to incorporate solvent effects by approximating them to the electrostatic contribution
to the binding free energies. The results of our calculations show that, within this congeneric
series, the cost in electrostatic free energy of desolvating both the enzyme binding site and the
buried part of the inhibitors (∆Gdesolv) is roughly constant within the series. On the other hand,
the electrostatic interaction energy (Eele

LR) varies only slightly along the series in comparison
with the van der Waals interaction (EVDW

LR ), and this variation is mostly solvent-independent,
i.e., the reaction field energy of the solvent in the bound state (Esrf

LR) makes almost a negligible
contribution to the binding free energy differences. As a result, differences in binding free
energy are dominated by the van der Waals term, while the electrostatic contribution is, to a
good approximation, solvent-independent. A similar scenario may account for the good
correlations frequently found between ligand activities and ligand-receptor interaction energies
derived using plain molecular mechanics, although generality remains to be determined.

Introduction

One of the major bottlenecks in current structure-
based drug design efforts is our inability to evaluate
binding free energies correctly in order to rank different
ligand candidates.1-4 When a series of ligand-receptor
complexes is available, as is generally the case in the
process of structure-based lead optimization, it becomes
particularly important to derive valid correlations be-
tween calculated binding energies and experimental
binding or activity data.3 If binding affinities of new
compounds can be reliably predicted in advance of their
synthesis, the drug design process can be made more
effective.
For the calculation of ligand-receptor interaction

energies, most approaches rely on molecular mechanics
force fields that represent van der Waals and Coulombic
interactions on the basis of empirical energy functions.
Using these potentials, inclusion of explicit solvent
molecules and use of free energy perturbation methods
can yield good agreement between experimental and
calculated free energy differences when the initial and
final states are rather similar.5 Since this approach is
impractical for the comparative study of large series of

receptor-ligand complexes, severe simplifications are
often made, such as modeling the screening effect of the
solvent throughout the use of a so-called “distance
dependent dielectric constant” or ignoring almost sys-
tematically the desolvation and entropic contributions.
Intermolecular interaction energies calculated this way
have been used either per se6-9 or through adequate
weighting of selected pairwise interactions (COMBINE
approach)10 to yield receptor-based quantitative structure-
activity relationships (QSARs).11

Many of these studies have been rather successful
despite the fact that they usually consider only differ-
ences in binding enthalpies due to ligand-receptor
interactions but ignore solvent effects. This is a sur-
prising result, and the reason for the acceptable per-
formance in so many cases of molecular mechanics
based QSAR models that reflect solvation effects is
unclear since, to the extent that binding represents a
desolvation process,12 ignoring the loss of solute-solvent
interactions and the gain in solvent-solvent interac-
tions can be an important source of error. In fact, it
has been pointed out that differential solvation/desol-
vation energies within a closely related series of ligand
molecules may vary more significantly than intrinsic
ligand-receptor interaction energies.13 Nevertheless,
attempts to improve the quality of some QSAR models
by incorporating solvation effects have been unsuccess-
ful8 or only moderately successful.9

If we agree that success in correlating affinity or
activity data with intermolecular interaction energies
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may depend on a large amount of cancellation among
the contributions that are neglected and assume that
these contributions are not implicitly included in the
variables that are considered in the analysis, two
different scenarios can be envisaged: either these
cancellations are fortuitous and mostly related to en-
thalpy-entropy compensations in aqueous solutions,3
or some of the neglected terms do not contribute to the
binding free energy differences because they are very
similar for all the members of the series, especially when
they are congeneric.6,10 Distinguishing between these
two extreme cases is important if we are to improve our
methodologies of ligand ranking and design. Thus, if a
“random compensation model” holds, there is little hope
that the activity of new structures can be reliably
predicted. On the contrary, if a “constant term model”
is operative, it might be possible to set limits about the
reliability of the application of a regression equation to
a new compound on the basis of its structural similarity
with the training set. Of course, universality is not
warranted, and different models can apply to different
systems. Moreover, as suggested by one of the review-
ers, there could be other cases characterized by mixtures
of fortituous partial cancellation of errors and roughly
similar values of neglected terms.
In the following, we have attempted to shed some

light on these issues by using trypsin as a model system.
Trypsin is a member of the family of serine proteinases,
whose catalytic behavior and basis for specificity are
well understood in structural terms.14 The catalytic
triad is made up of a serine side chain in close vicinity
to a histidine imidazole hydrogen bonded to the car-
boxylate side chain of a buried aspartic acid. The
specificity of trypsin for peptide bonds following an
arginine or a lysine residue is a consequence of the
accommodation of the side chain of these basic residues
into a crevice on the enzyme surface whose bottom is
occupied by an aspartic acid side chain (Asp189 in the
case of bovin trypsin) which stabilizes the interaction.
Both natural and synthetic amine or amidine-based
inhibitors are known which make use of this specificity
pocket to block the access of the polypeptide sub-
strate.15,16
A screening program aimed at discovering new pro-

teinase inhibitors from natural sources recently un-
veiled that quercetin and other flavonoid compounds
devoid of a net positive charge and with no amino or
amidino substituents (Table 1) are also potent competi-
tive inhibitors of trypsin.17,18 We thought it might be
interesting to apply current theoretical methods to both
the prediction of the binding mode of these inhibitors
and the estimation of their relative binding energies.19
From a modeling perspective, the trypsin-flavonoid
system offers two important advantages: (i) these
inhibitors have the torsion about the C2-C1′ bond as
the only major degree of freedom and (ii) the enzyme
conformation is known to be very weakly affected by
inhibitor binding, which reflects the rather rigid proper-
ties of the active site.15,16 From a drug design perspec-
tive, flavonoids are attractive as they can be regarded
as potential nonpeptidic synthons20 with a wide range
of pharmacological actions.21

Methodology
(a) Model Building and Parameterization of the

Inhibitors. The crystal structures of quercetin,22 nar-

ingenin,23 and silybin,24 retrieved from the Cambridge
Structural Database,25 were used as templates for
constructing the inhibitors.26 The geometry of the
molecules was optimized by using the semiempirical
molecular orbital AM1 method,27 as implemented in the
Spartan program,28 until the energy difference between
successive cycles was below 0.0005 kcal mol-1. Atom-
centered charges (Supporting Information) were then
derived by fitting the calculated molecular electrostatic
potential to a monopole-monopole expression.29 The
same sets of charges and radii were used in programs
DOCK, AMBER, and DelPhi, described below, and all
calculations were run on a Control Data Cyber-480
workstation. Covalent and nonbonded parameters for
the bioflavonoids were derived, by analogy or through
interpolation,30 from those already present in the AM-
BER database (Supporting Information). One new atom
type was introduced (CX), defined as a nonaromatic sp2
carbon singly bonded to two other carbon atoms (fla-
vones and flavonols), for which the van der Waals
parameters of the AMBER C atom type were taken. The
torsional parameters for the C2-C1′ bond (Vn/2 ) 2.05,
γ ) 180, n ) 3) were estimated by a combination of
molecular mechanics and quantum mechanics calcula-
tions31 on 3,4-dihydroxyflavone.
(b) Docking Studies. Programs GRID32 and DOCK33

were used independently for docking purposes. The
structure of bovin trypsin crystallographically deter-
mined at 1.55 Å resolution,15 retrieved from the
Brookhaven Data Bank34 (PDB entry 2ptn), was used
as the target receptor. Water molecules were not
included in the calculation, but the calcium ion was
preserved and assigned a charge of +2. For the GRID
studies, a lattice of points spaced at 0.5 Å was estab-
lished throughout and around the active site Ser195 in

Table 1. Set of Flavonoids Described as Inhibitors of Bovin
Trypsin Enzyme Activity17,18
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order to search for binding sites complementary to the
functional groups of the flavonoids. Then, the interac-
tions between the active site pocket and aromatic carbon
(C1d), ether oxygen (OC2), carbonyl oxygen (O), and
phenolic oxygen (OH) probes were calculated. An
aliphatic oxygen probe (O1) was also used for the entire
protein in order to assess the goodness of the predicted
binding sites for water. The dielectric constants chosen
were 4.0 for the macromolecule and 80.0 for the bulk
water. The resulting grids were contoured at appropri-
ate energy levels (in kcal mol-1: C1d, -2.5; OC2, -3.5;
O, -2.5; OH, -5.5) and graphically displayed.26 The
geometries of the inhibitors benzamidine and p-amidi-
nophenyl pyruvate, as found in their crystal complexes
with trypsin (PDB entries 3ptb and 1tpp),15 were used
as positive controls.
For the DOCK studies, a molecular surface represen-

tation35 of all residues within 15 Å of the active site
Ser195 of trypsin was obtained by using the MS
program36 and a probe of 1.4 Å radius. The surface
points and their associated normals were used by
program SPHGEN33a to fill the active site with spheres,
whose volume provided a geometric description of the
volume available to the ligands. No sphere radius was
larger than 4 Å or smaller than 1.4 Å. This cluster
containing 69 spheres was enclosed in a 23 × 20 × 25
Å3 box which was gridded so that each point in the cubic
lattice could be evaluated as making favorable or
unfavorable contacts with receptor atoms (contact scor-
ing) or used to store steric and electrostatic information
of the receptor atoms within a 10.0 Å cutoff of the point
(force field scoring). Polar and nonpolar contact limits
for filtering were 2.3 and 2.8 Å. The ligand molecules
were then input to DOCK in the AMBER-optimized
conformation in order to examine their preferred bind-
ing orientations.
(c) Molecular Mechanics Calculations. All-atom

AMBER force field parameters30,37 were used for the
inhibitors and those trypsin residues within 15 Å of the
active site Ser195. Nonpolar hydrogens of the rest of
the protein were treated by way of the united-atom
approach.38 The complexes were refined by means of a
steepest descent energy minimizer, using a cutoff of 10.0
Å and a distance-dependent dielectric constant (ε ) rij
or ε ) 4rij) in two steps: first, only the flavonoid
molecule and the hydrogen atoms of the protein were
allowed to move, and then the flavonoid and any protein
residues within a 10 Å radius sphere were allowed
complete relaxation. Those amino acids comprised in
a 10-12 Å buffer zone were restrained to their crystal-
lographic positions by means of a harmonic potential
with a force constant of 5 kcal mol-1 Å-2 and all protein
residues beyond 12 Å of Ser195 were restrained to their
starting locations although they were included in the
determination of the forces. The energy minimization
proceeded until the root-mean-square value of the
potential energy gradient was below 0.1 kcal mol-1 Å-1.
Additional models were built which incorporated either
4 (416, 702, 710, 808) or 10 (402, 408, 414, 415, 416,
562, 702, 703, 704, 705) crystallographic water mol-
ecules in the vicinity of the inhibitors. A structural role
for some of these buried water molecules has been
proposed.39 Since a part of each inhibitor molecule is
directed toward the solvent, a spherical “cap” of about
530 TIP3P water molecules, generated from a Monte

Carlo simulation,40 was also added to the complex
centered on the Oγ oxygen atom of Ser195. The solvated
complexes were minimized in two steps: first, only the
water molecules were allowed to reorient, and then the
water molecules, the flavonoid, and those protein resi-
dues containing any atoms within this water sphere
were allowed to relax whereas the residues outside were
fixed at their starting locations.
(d) Continuum Electrostatics Calculations. A

macroscopic solvent model based on the Poisson equa-
tion can be efficiently used to describe the dynamically
averaged dielectric behavior of the solvent environ-
ment.41,42 Here, finite difference solutions to the linear-
ized Poisson equation,43 as implemented in the DelPhi
module of Insight-II,26 were used to calculate electro-
static potentials and energies. Since we were interested
in dissecting out the different contributions to the
electrostatic free energy differences (see below), and
some the components, such as the reaction field energy,
can be correctly computed in DelPhi only at zero ionic
strength, the Poisson equation rather than the Poisson-
Boltzmann equation was used. Cubic grids with a
resolution of 0.5 Å were centered on the molecular
systems considered, and the charges were distributed
onto the grid points.44 Solvent-accessible surfaces,35
calculated with a spherical probe of 1.4 Å radius, defined
the solute boundaries, and a minimum separation of 11
Å was left between any solute atom and the borders of
the box. The potentials at the grid points delimiting
the box were calculated analytically by treating each
charge atom as a Debye-Hückel sphere.45 Since the
Poisson equation was solved, this amounts to calculating
the electrostatic potential generated by the rest of the
charges at these points. The accuracy of the calculated
electrostatic potentials was subsequently improved by
defining a smaller grid with a lower resolution (0.25 Å
spacing) and using boundary potentials linearly inter-
polated from those calculated in the previous run.44 By
using this finer grid, the numerical results are much
less sensitive to the orientation of the molecules on the
lattice of points.46

The atomic coordinates employed were those of the
free inhibitors and the AMBER-optimized complexes
that yielded the best correlation with inhibitory activity.
The interior of the protein, the ligands and the com-
plexes was considered a low dielectric medium (ε ) 4)
whereas the surrounding solvent was treated as a high
dielectric medium (ε ) 80).
(e) Calculation of Free Energy Differences. Given

that the mechanism of inhibition appears to be the same
for all the inhibitors studied and the assays were
performed under the same conditions,17,19 direct com-
parison of IC50 values was considered sufficient to
determine the relative efficacies. Moreover, since the
dissociation constant (KI) for the quercetin-trypsin
complex (Q) was known,16 use of the relationship47

allowed us to calculate the inhibition constants (KI) for
the rest of the flavonoids (F), which were then trans-
formed into binding free energies by means of the
equation

(IC50)F
(IC50)Q

)
KIF

KIQ
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The differences in free energies of binding to a
common receptor were calculated for each flavonoid (F)
relative to quercetin (Q) as

where ∆∆Gvdw ) ∆Gvdw(F) - ∆Gvdw(Q) and ∆∆Gele )
∆Gele(F) - ∆Gele(Q), assuming similar conformational
and vibrational entropy differences for all the complexes
considered. This is reasonable given the congeneric
nature of the ligands and the rigidity of the binding
site.15,16 The van der Waals interaction energies (∆Gvdw)
were taken from the molecular mechanics calculations
whereas the changes in electrostatic free energy on
molecular association (∆Gele) were calculated using the
continuum method, which takes into account both the
desolvation of ligands and receptor and the effects of
the surrounding solvent. ∆Gele can be separated into
three components:48 (i) the change in solvation energy
of the receptor upon binding (∆Gdesolv

R ), (ii) the change
in solvation energy of the ligand upon binding
(∆Gdesolv

L ), and (iii) the ligand-receptor interaction en-
ergy in the presence of the surrounding solvent (Eele

LR).
The first two terms, corresponding to differences in
electrostatic free energy of solvation, can be readily
calculated by considering the effects on the respective
electrostatic energies of replacing the high dielectric
medium of the solvent with the low dielectric medium
of the other molecule in those regions that are occupied
by the binding partner in the complex (Figure 1). The
last term can be obtained from:

where φi is the potential generated by the charges on
the receptor atoms at the location of the charge of each
ligand atom (qi) and the summation is over all of the
atoms of the ligand (L).
To estimate the precision of the calculation, the

overall electrostatic free energy change upon binding
(∆Gele) was also calculated in an alternate way from the
total electrostatic energy of the system by running three
consecutive calculations on the same grid: one for all
the atoms in the complex (Gele

LR), one for the ligand
atoms alone (Gele

L ), and a third one for the receptor
atoms alone (Gele

R ). Since the grid definition is the
same in the three calculations, the artifactual grid
energy cancels out and the electrostatic contribution to
the binding free energy can be expressed as the differ-
ence in energy between the product and the reactants:
∆Gele ) Gele

LR - (Gele
L + Gele

R ).
In turn, two different contributions can be considered

for the electrostatic energy of the ligand-receptor
complex (Gele

LR), as well as for the electrostatic compo-
nent of the ligand-receptor interaction energy (ELR

ele):
the electrostatic energy in a dielectric medium equal to
that of the complex, and that which arises from the
reaction field caused by the surrounding solvent. The
contribution of the reaction field of the solvent to Eele

LR

(Esrf
LR) was estimated as the difference between the

energy calculated with the exterior dielectric set to 80

and that calculated using a value of 4 for both the
complex environment and the dielectric interior.
The electrostatic contribution to the solvation free

energy of each inhibitor (∆Gele
solv) was also calculated. It

was obtained by subtracting the total electrostatic free
energy in vacuo (Gele

vac) from the total electrostatic free
energy in water (Gele

wat).46b,48 To this end, two calcula-
tions with identical grid mappings and the same interior
dielectric (ε ) 4) were run for each inhibitor. The
exterior dielectric was set to either 80, to simulate the
water environment, or 1, to reproduce vacuum condi-
tions. This method was useful to estimate the differ-
ences in electrostatic solvation free energies among
different conformers (e.g. free and bound conforma-
tions).

Results

(a) Docking Studies. Trypsin-bound benzamidine15a
and p-amidinophenyl pyruvate15b were used as positive
controls to test the programs used for docking. The
GRID map obtained for the aromatic carbon probe
highlighted the favorable binding energy of the phenyl
ring of the inhibitors sandwiched between segments
Trp215-Gly216 and Ser190-Gln192, which form the
ceiling and floor of the specificity pocket, respectively,15
and the O1 probe correctly predicted the position of the
buried water molecule (WAT 805) that is found hydro-
gen bonded to Asp189 and Ser190 in free trypsin.
DOCK, on the other hand, produced a variety of binding
orientations when supplied with the coordinates of
ligand-free trypsin and the bound conformations of the
inhibitors if only contact scoring33a,33b was used, but was
able to reproduce the crystallographic binding orienta-
tions of both ligands when this function was supple-
mented with a measure of electrostatic complementarity
(force-field scoring).33c For benzamidine, the root-mean-
square deviation (rmsd) from the crystallographic posi-
tion for the best scoring conformation was only 0.52 Å.
In the case of p-amidinophenyl pyruvate, a larger value
was found (rmsd ) 1.39), which was attributed to the
intermolecular covalent bond present in the crystal
structure. Thus, the orientation found for this ligand,
which is consistent with the observed binding mode, can

Figure 1. Schematic representation for calculating the
electrostatic contribution to the free energy of binding (∆Gele).
The wavy pattern represents the high dielectric solvent (εs )
80) that surrounds the low dielectric solutes (εm ) 4). Hatched
or blank areas in the solutes denote the presence or absence,
respectively, of atomic charges in the calculation. ∆Gdesolv

stands for the loss of electrostatic interaction between the
solvent and either the receptor (R) or the ligand (L) whereas
Eele
LR represents the electrostatic interaction between ligand

and receptor in the presence of surrounding solvent.

∆G° ) RT ln KI

∆∆GF ) ∆∆Gvdw + ∆∆Gele

Eele
LR ) ∑

i

L

φi‚qi
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be reasonably expected to be the conformation of the
inhibitor prior to covalent bond formation. When the
same procedure was employed for the flavonoids, a
distinctly preferred orientation was obtained for binding
each inhibitor, and good matches were found between
the functional groups of the ligands in the bound
conformation and the GRID maps obtained for free
trypsin (Figure 2).
The resulting binding orientations (Figure 3) had in

common (i) the burial of the chromone ring system into
the specificity pocket and the displacement of WAT 805,
whose position is occupied by the phenolic OH at C7,
(ii) establishment of a good hydrogen bond between the
OH of the active site Ser195 and the γ-pyrone carbonyl,
and (iii) projection of the substituent on C2 toward the
solvent, which allows the best inhibitors to have the 3′-
hydroxyl group on the phenyl ring engaged in a hydro-
gen-bonding interaction with the NH of Gly219. Re-
markably, this NH group is involved in a tight hydrogen
bond to a water molecule (WAT 804) from a symmetry-
related copy in the crystal structure of free trypsin. In
the set of complexes studied, its engagement in a
hydrogen bond with the 3′-OH group of a given flavonoid
will be modulated by both the nature of the C2-C1′
bond (sp2 carbon-sp2 carbon in flavones and derivatives
vs sp3 carbon-sp2 carbon in flavanones) and the pres-
ence or absence of a hydroxyl at C3.
The extent of conformational freedom in this series

of inhibitors is largely limited to rotation around the
C2-C1′ bond, which determines the twist of the exocy-
clic phenyl ring and the existence of two possible low-
energy conformations for each flavonoid. The ones

selected for binding to trypsin display values for the
O1-C2-C1′-C2′ torsional angle ranging from around
-30° (apigenin and luteolin, flavones with a hydrogen
atom on C3) to around -40° (all the rest, except morin),
in good agreement with values found in X-ray crystal
structures of flavonoids.49 Morin is a flavonol with a
hydroxyl group at the 2′ position (Table 1) which, in our
modeled structures, cannot make the same hydrogen-
bonding interaction with the NH of Gly219 as quercetin
and myricetin can, and for which the best binding
orientation is found to be that with the phenyl ring at
an angle of ∼40° (see legend to Figure 3). As will be
shown below, this distinction may have important
implications as the two virtually isoenergetic conformers
show differences in their solvation free energies that
may favor one over the other in solution. Saturation of
the C2-C3 bond brings about the puckering of the
γ-pyrone ring, an increase in the length of the C2-C1′
bond, and the equatorial positioning of the exocyclic
phenyl ring, which is thus out of plane with the rest of
the molecule. As a result, the distance between the 3′-
OH of silychristin and the NH of Gly-219 is increased
by about 1 Å, and no hydrogen bond can be formed.
These changes in geometry are consistent with the lower
inhibitory activity of flavanones and flavanonols relative
to flavones and flavonols.17,18

(b) Correlation of Inhibitory Potencies with
Calculated Binding Energies. The complexes result-
ing from the previous docking study were refined by
following different energy minimization strategies (see
Methodology). The calculated intermolecular interac-
tion energies were found to correlate well with the
inhibitory activity these flavonoids showed in vitro,
although the quality of the regression was sensitive to
the minimization protocol (Figure 4). Interestingly, and
contrary to some suggestions, introduction of only a few
crystallographic water molecules around the bound
ligand slightly deteriorated the correlation (Figure 4b),
presumably as a result of the incomplete treatment of
the protein-solvent interactions in the binding site,
which gives rise to small distortions that affect the
energetics of the ligand-protein interaction. In fact,
when a cap of water molecules completely surrounded
the active site region, a considerably better behavior was
observed (Figure 4c). The worst results, however, were
obtained with the strong damping of electrostatic in-
teractions provided by the 4rij dielectric constant, which
would indicate that a correct treatment of electrostatics
is essential in order to model ligand-receptor complexes
correctly. A mild energy refinement using a dielectric
value equal to the interatomic distance produced the
best correlation coefficient and the correct ranking of
all the inhibitors (Figure 4a). Analysis of the interac-
tions with a dielectric constant value of either 2 or 4
slightly worsened the correlation (r2 ) 0.884 and 0.863,
respectively). By comparing the qualities of the differ-
ent correlations, it can be argued that it is probably wise
to keep changes to just the essential induced-fit confor-
mational rearrangements and that analysis of the
interaction energies using a distance-dependent dielec-
tric constant (ε ) rij) is probably the most adequate
method. If crystallographic molecules are to be included
around the binding site, our results would suggest that
it is preferable to include a whole “cap” of water

Figure 2. Correspondence between the GRID maps for (a)
the sp2 carbon (contoured at -2.5 kcal mol-1) and (b) phenolic
OH (contoured at -5.5 kcal mol-1) probes and the orientation
of bound quercetin as suggested by program DOCK using
force-field scoring.
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molecules in order to properly balance the solute-
solvent interactions.
(c) Precision of the Calculated Electrostatic

Contributions to the Binding Free Energies. In
this work, the contributions of the solvent to the binding
process have been accounted for by representing the
solvent as a homogeneous dielectric continuum. This
has allowed us to compute both the influence of the
surrounding solvent on the calculated electrostatic
interaction energies and the changes in solute-solvent
interaction energies that take place upon binding (Table
2). A measure of the possible uncertainty introduced
in the continuum calculations when mapping the charges
and the dielectric constants onto a grid of finite size was
provided by comparing the AMBER electrostatic inter-

action energies (ε ) 4) with those calculated by DelPhi
when a uniform dielectric of 4 was used for both the
complex interior and the surrounding medium. The
average difference amounted to about 0.1 kcal mol-1,
and this is also the degree of discrepancy in electrostatic
interaction energies calculated by either ∆Gele ) Gele

LR -
(Gele

L + Gele
R ) or ∆Gele ) Eele

LR + (∆Gdesolv
L + ∆Gdesolv

R )
(Table 2).

(d) Calculation of Binding Free Energy Differ-
ences. The largest experimental free energy difference
among the inhibitors studied amounts to about 2 kcal
mol-1 (Table 1) whereas the corresponding difference
in calculated binding energies is of about 3 kcal mol-1

(Table 3). The agreement between observed and pre-

Figure 3. Stereoview of the quercetin-trypsin complex. For clarity, only the R-carbon backbone atoms (thin lines), the active
site Ser195, His57 and Asp102 residues, and Asp189 of trypsin (thick lines) are shown; the cross represents the bound calcium
ion. In the morin-trypsin complex, the exocyclic phenyl ring of morin is rotated counterclockwise so that the O1-C2-C1′-C2′
dihedral angle is positive instead of negative.

Figure 4. Correlations between in vitro activities and calculated binding energies using different modeling protocols and a distance-
dependent dielectric model (ε ) rij): (a) no explicit waters (r2 ) 0.953), (b) four crystallographic water molecules (r2 ) 0.897), (c)
water “cap” (r2 ) 0.951). The model with 10 crystallographic water molecules yielded a r2 ) 0.768. See Methodology for details.

Table 2. Electrostatic Energy Contributions to the Binding Free Energy

flavonoid ∆Gdesolv
R ∆Gdesolv

L ∆Gdesolv Eele
LR (4, 80)a ∆Gele

b ∆Gele
c Eele

LR (4, 4)d Eele
LR AMBERe Esrf

LR f

quercetin 5.24 3.03 8.27 -6.35 1.92 1.99 -5.95 -5.88 -0.40
myricetin 5.00 3.10 8.10 -6.29 1.81 1.85 -5.79 -5.77 -0.50
kaempferol 5.05 2.85 7.90 -5.37 2.53 2.61 -4.76 -4.66 -0.61
morin 5.18 2.88 8.06 -5.38 2.68 2.72 -4.86 -4.79 -0.52
apigenin 5.28 2.85 8.13 -5.23 2.90 2.74 -4.90 -4.70 -0.33
luteolin 5.47 2.99 8.46 -6.02 2.43 2.49 -5.72 -5.54 -0.30
silychristin 4.63 3.30 7.93 -5.51 2.42 2.42 -5.82 -5.64 0.31

a Delphi calculation; interior dielectric ) 4, exterior dielectric ) 80. b ∆Gele ) ∑(q‚φ) + ∆Gdesolv.
c ∆Gele ) Gele

LR - (Gele
L + Gele

R ). d Delphi
calculation; interior dielectric ) exterior dielectric ) 4. e AMBER calculation; dielectric constant ) 4; no cutoff. f Esrf

LR ) Eele
LR (4, 80) -

Eele
LR (4, 4).
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dicted values is reasonably good but, interestingly, for
morin it is necessary to correct for the difference in the
electrostatic contribution to the solvation free energy
between the two possible conformers in the unbound
state. This term favors the “alternative” conformation,
which can be presumed to be the major form in solution,
over the selected bound conformation by about 1 kcal
mol-1 (Table 4). Introduction of this correction de-
creases the net binding energy for morin and improves
the agreement between experimental and calculated
free energy differences (Figure 5).
The level of agreement achieved in the computation

of the different electrostatic contributions to the binding
free energies (Table 2) allows us to feel confident about
the significance of the partitioning scheme outlined in
the Methodology section. The effect of the solvent on
the computed binding free energy differences along the
series is reflected in two sets of values (Table 3): the
differences in the reaction field contributions to the
ligand-receptor interaction energies in the bound state
(∆Esrf

LR), and the differences in the overall electrostatic
contributions to the desolvation energies upon binding
(∆∆Gdesolv). It is apparent that the values within each

set are rather small and roughly comparable for all the
inhibitors even though it is interesting to note that both
effects seem to be similarly important for this particular
series. The screening of the solvent, which opposes
binding, is particularly noticeable for silychristin, the
largest flavonoid in the series, and that which retains
a significant portion of the molecule in the bulk solvent
upon complex formation. On the other hand, the
solvent-independent van der Waals component shows
a larger variation along the series and appears to
dominate the binding free energy differences. The
differences in the contribution of the solvent-indepen-
dent electrostatic interaction energy, which are mainly
related to the presence and orientation of the 3′-
hydroxyl group, are comparatively much smaller, but
they also provide a good ranking of the inhibitors’
potencies.

Discussion

To rank the estimated binding affinities of a series of
inhibitors, use is often made of differences in binding
enthalpies that are usually approximated as differences
in molecular mechanics-based interaction energies.6-9

In these calculations, the electrostatic energy term is
crucially dependent on the dielectric constant chosen to
represent the environment of the ligand in the bound
state and treatment of the ligand in the unbound state
is often neglected. A distance-dependent dielectric
model, while useful for dampening electrostatic interac-
tions during the refinement stage, does not take into
account the effect of the discontinuity between the low
dielectric solute and the high dielectric solvent. More-
over, the electrostatic interaction energy term is likely
to be overestimated in force field calculations as it is
not balanced by the desolvation penalty associated with
the removal of the interacting polar groups from water.
These binding free energy components, as well as more
elusive entropic effects, are seldom included on the
assumption that they are of similar magnitude within
the series6,10 and/or they randomly cancel each other
due to enthalpy-entropy compensations.3 If our goal
is to compute free energy differences correctly, it is of
interest to distinguish between these two alternatives,
and the trypsin-flavonoid complexes analyzed here are
particularly well suited for sorting this out, as they
fulfill a number of criteria that are usually deemed to
be advantageous:50 the inhibitors belong to a family of
closely related compounds, no major conformational
changes are expected to take place in the protein upon
complex formation, and no side chain motions are frozen
in the protein binding site relative to the unliganded
state. The results of our calculations suggest that,
within this congeneric series, the cost in electrostatic
energy of desolvating both the enzyme binding site and
the buried part of the inhibitors (∆Gdesolv) is roughly
constant within the series (Table 2). On the other hand,

Table 3. Differences in Free Energy Components Relative to Quercetina

flavonoid ∆∆Gvdw ∆Eele
LR (4, 4) ∆Esrf

LR ∆∆Gdesolv ∆∆G (calcd) ∆∆G (exptl)

myricetin 0.01 0.16 -0.10 -0.17 -0.12 0.22
kaempferol 1.93 1.19 -0.21 -0.37 2.56 1.62
morin 0.52 1.09 -0.12 -0.21 1.26b 1.65
apigenin 2.11 1.05 0.07 -0.14 2.87 1.80
luteolin 1.44 0.23 0.10 0.19 1.94 0.96
silychristin 2.49 0.13 0.71 -0.34 2.92 1.81

a See Table 2 and Methods. b Prior to the solvation energy correction for the bound state.

Table 4. Electrostatic Contribution to the Solvation Energya

flavonoid conformer 1b conformer 2c

quercetin -9.76 -9.83
myricetin -10.70 -10.12
kaempferol -8.75 -8.65
morin -9.11 -10.45
apigenin -8.55 -8.60
luteolin -9.67 -9.57
silychristin -10.11 -10.47

a Calculated on the AMBER-optimized geometries in the un-
bound state. b Negative O1-C2-C1′-C2′ dihedral angle. c Positive
O1-C2-C1′-C2′ dihedral angle.

Figure 5. Correlation between experimental and calculated
binding free energy differences. Values are relative to those
of quercetin. Two values are given for morin, before (4) and
after (O) correcting for the difference in the electrostatic
contribution to the solvation free energy of the molecule in
the bound state (Table 4).
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the third component of the electrostatic binding free
energy (Figure 1), the electrostatic interaction energy (
Eele
LR), varies only slightly along the series in compari-

son with the van der Waals interaction, and this
variation is mostly solvent-independent (Table 3). As
a result, the differences in free energy of binding are
dominated by the van der Waals term and the electro-
static contribution to the binding free energy differences
is, to a good approximation, solvent-independent. This
may account for the good correlation between calculated
interaction energies and inhibitory activities initially
found when only the simple molecular mechanics ap-
proach was considered (Figure 4).
The establishment of a good hydrogen bond between

the NH of Gly219 and the 3′-hydroxyl group on the
phenyl ring of quercetin, myricetin, and luteolin (Table
1) very likely involves the restriction of one internal
rotation of the ligand, which is entropically unfavorable.
Neglect of this entropic contribution in the present study
does not appear to lead to large inaccuracies, as the
agreement between the calculated and experimental
free energy differences is within the error inherent to
this type of experiments3 and comparable to that
obtained using the more computationally demanding
free energy perturbation calculations.5 At all events,
we note that the average difference between calculated
and experimental ∆∆G values comes to about 0.8 kcal
mol-1, which is roughly the energetic cost of fixing a
torsional degree of freedom at 300 K.3 This means that
introduction of this entropic penalty into the calculated
∆G values for quercetin, myricetin, and luteolin would
provide even better agreement with the experimental
values.
Dissection of the electrostatic binding free energy into

components allowed us to examine the variation in the
contribution of the different terms along the series
(Table 2). All in all, the results presented clarify the
energetics of ligand binding for these flavonoid inhibi-
tors, and may help explain the success of other molec-
ular mechanics-based QSAR studies on different ligand-
receptor complexes. That is, our results would suggest
that the good correlations obtained by different authors
for congeneric series using only force field calculations6-9

could be accounted for, at least in part, by the fact that
solvation effects tend to be of similar magnitude within
the series. In the particular case studied in this paper,
the interaction of a series of flavonoids with trypsin, van
der Waals interactions appear to be the dominant
energy contribution for the correct ranking of the
inhibitors, even though the electrostatic term (found to
be largely solvent-independent) follows a similar trend
and may dominate the driving of the ligands and their
binding orientations.
Finally, it is interesting to note the lack of cor-

respondence between the electrostatic free energies of
solvation (Table 4) and the electrostatic free energies
of desolvation upon binding (Table 2). This arises from
the fact that only a portion of each inhibitor is actually
buried in the receptor upon binding. This observation
merits some comment as 3D-QSAR-based methods (e.g.
comparative molecular field analysis) that try to incor-
porate solvent effects by introducing the total solvation
free energy of the ligands as an additional descriptor
are likely, at least in cases with binding modes similar
to the one described here, to introduce noise into the

energy matrix. In one example,51 it was actually found
that whereas this contribution loaded heavily into the
CoMFA model, it did not result in increased predictive
ability.

Conclusions

Molecular models of the enzyme bovine trypsin com-
plexed to a series of bioflavonoids that act as competitive
inhibitors have been built. The deep pocket with
Asp189 at its end accommodates the chromone ring,
which interacts with the active site Ser195 through its
γ-pyrone carbonyl, and the NH of Gly219 provides a
hydrogen bond to the 3′-hydroxy on the phenyl ring of
the best inhibitors. To our knowledge, this would be
the first example where no charged ammonium or
guanidinium groups are found interacting with Asp189
in the S1 pocket of trypsin, unlike the case of thrombin
for which this is not a prerequisite for potent inhibi-
tion.52 Instead, a phenolic OH occupies the position of
the water molecule that is found hydrogen bonded to
Asp189 and Ser190 in free trypsin.
Using these complexes, a good correlation was found

between the calculated molecular mechanics interaction
energies and the experimental inhibitory potencies. To
understand the origin of the observed correlation, the
inhibitory activities were transformed into experimental
free energies, and calculated free energy differences
were approximated by considering the sum of the van
der Waals term from the molecular mechanics force field
and the electrostatic contribution computed using the
continuummethod. Partitioning of the electrostatic free
energy contributions indicated similar desolvation pen-
alties in the formation of all the complexes studied. The
calculated and experimental free energy differences
were in good agreement, although for one of the inhibi-
tors it was necessary to take into account the difference
in electrostatic free energy of solvation between bound
and free states. A similar scenario in other systems may
account for the good correlations frequently found
between ligand activities and ligand-receptor interac-
tion energies derived using plain molecular mechanics.
Research is already in progress to assess the effect of
introducing solvation/desolvation effects into more com-
plex 3D-QSAR models derived using comparative bind-
ing energy (COMBINE) analysis.10
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